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The Perception of Units-in Begihning Reading . .
: v ?

\ / . . _ . p ]
The nain concern of.. this chdpter is the particular way that perceptual

.."a .

units are involved'in €he tcadxng process My remarks are not a;med at

5 . ——

describing a couplete theory of readlng, nor even a theory of/beg1nn1ng ncad-

ing. Rather I would liye tO!treat a restricted aspect of roading wh;ch asks

.~

s questions about units, tneir functxons, their size s, and their Jevclopment | .
in the experiences of the person. As it tukns out, my -remarks may provide ‘
,;ore questions then ensweks; but I would be content if: in theicou;se of th§s
paper, one or two basic issues in this area were clarified so that a set of 2
v . .
_ productive hypotheses could be denerated for further research,
b ~ Most of the examples which wiil se treated here are related less to’

comprehension than to the perceptual aspecf'of reading, for. example, word

recognition and decoding, which are .ipportagt ;séues in beginning reading. .

Boweverkit would be a bonus if some of the principles discussed at the per-

3

3 .
ceptual end 6f the reading process would generalize to comprehension processes

deeper in the cognitive systenm. ' « ) . g

%

The plan of this paper falls into three parts. First I will drscﬁse what
. - ’ - ) .
I consider to be the main function of @nits for perceptual processinq’fn

general and for }eading in particular. This will involve a descriétion ef /
a class of modelsrwhich interfalate these units. The second part of the

chapter will be concerned with the question of how we manage to selcct the
I'd ’£ - . —————

¢

~ " particular set of units appropriate to the task at hand. Pinally I will

discuss in a general uay;sone imporiant factors which may influencc the

.

_ learning of new units. ..

- Thqﬁ?upctioq of Unlxs 9 .M: N . . : K

- ..
[ . -y .
/

r1t is rare that we_.hear anyOne talk abeat rcadxng thhout mentivning

I

units. Certainly our conventions of mcasuch::t‘rcquire that we agrec upon

1'.:. ‘.’ . '
. 59 N ) L4
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‘——f&lliug_nn_nnr_retina has_already ﬁade contact, thh t.hc memory of ccrtal.q —

,to rcading based on tba assumptions set £orth in the LaBerge and SnmuCIS

. model (1974).

the definition of a unit. 1In mecasuring rcading gpced, we usually count words. '

-

In neasuri:ng irmmediate memory _span, we may count_fz.’_c;.tcrs; and wheh we ‘measure

a line o'f' poetry we may ceunt .eyllablcs. Hawcvcr:,%;nany ps’yc’hélogists consider

words, syllables, and lettcrs'as more t}mn simpiy objective units t:f mcas'ure- . )
.t

ment. They also regard them as conceptual representatlons of perccptual cvents

- or strucﬁﬁres (Melton & Martin, 1972). They assume that the subject has ‘a

/

network/ or code reprcsentatzon for each of the mapy familiar patterns he has

-~

expel nced,’ rangmg from ’sxmplc linc- features to morc complex pattcms such

-

as ldttets,.words and faces. These codes may be conzidered as part of long-
tern memory; to be more precise, as long-term perceptuaL memory, and it is

* -

'these structures which are first encoun;ered as information comes of t.he

-

aeneory lurfacea of &e eye and ear. For ex‘a.ple, when we are sbowr_m a nev_’bord,
e.g,, the name of a new flover,’vbich I’vill call a eiduhriul,’not everything ‘
ve see as we loek at it‘ is new. The letters ane .;)ro°ba1>1y the letter ::lusters

are faniiiar enough so, that we c‘an spell the 'word an pronounce it. We may’

even try to ,rel"a"ie the ‘word to other things, or rchearse it so thut we can

recall it la‘ter. But before we do any of, these ’things, th'e word stimulus

r

3

letterxs and :l.et:t:ex:-clust:ers1 and it seems as if the rccogm.tzon of these

] ' L] LY - “e
'falilﬁar patterns simply happen to us. Thercfore, this poxnt. of vicw 1ntro-)

!

du‘cﬁ pert:eptual units very early in the proce.,smg yrtcm,\ Snd the outputs

from these perdcptual units arc used to process higher order o,u.ruuon_., sueh

as na-ing, rehcarsal, and oouprchension. ‘

»

‘Let us look at a schcmatj.c rcprcscntation of perceptuyal unit« ;cl.ntcd

. -~



-

- In Figure 1 there arc thrce ‘najo_f systems which contain ah array of codes or

unitss the visual perccptual system, f;hc phonolqgic&l'system, and the semam:ic-

-

syntactic systen I will use the terms unit and code xntcrc'nangeably in this

-~

paper. Gra,pheuuc information from the printed page enters from the top, and

makes contact with (i.e. ,,activates) the codes of the visual® systcm, repre-

sented by dots. SOIid dots refer to codes which are well- formed in long-term

» . L]

memory through many e:_cperiences with a particular stimulus pattern such as a

common letter or word. Open dots refer to codes which are unfamiliar, and :
. ¢ . - :

’-therefore have been pnly t:\enporari.ly formed, for exa'nplc, a Greek lctter or

a new flower name. -

Although the visual vodes-are spatially arranged in a hierarchy in-Figure

= 1, there i.s'no specific indication of how they are interrclated herc, hence

-

the omission of any li{:es connectxng codes with each ot.her +Por it turns out
that thete are sﬁveral) alternative mdels (LaBerge, 1976) by which the codes
. may be linked'together. These models we will discuss in detail later in con-

nection with learning new codes But regardless of whxch of these models is

assumed, outputs from many of these visual codes or units become associated
"+ with units in'ot.her systems. For example, we learn to name letters and words; ,

and may give meanings to words not only from their phonological unit.s' but. also

dircctly from their visual'ufits.

Y

* " The name and 'sound units are represented by codes in the ébonological
sfétci, and here we may also assume a hierarchical arrangerent of codes as

L

shown in FPigure 1. ' For cxample, when a child sounds out a noew \ford, “*clam”,

v

_he may visually code “cl® and “an®, and by a.ssociati"on produce the slqunds /k1/~

5 l




.
. v £ . e . *
. \ ' ~ !

,'aqd Vo= rhtch he then blends into a higher order sound /klzm/. Hitb‘bracl"

tice he may learn to associate the whole word "clam” dircctly to the sound

/ -
/klm -“ . T . ) : ¢ ! \ ' R .

Other associativc links in Figurc 1 arc assumecd te comect phonological

. . - . t
.

) . . v .
codes to meaning codes (which a child typically has lcarned beforc he begins 2

]
v

to rbad), and to connect Visual codes directlysto mcaning codes. These lines
! f Ve N ¢ = . .
of association are assumed to be activa€ed by outputs from unitary gzdcs. And

herein lies one 6f'the‘advantages of percoptual unitirzing. If no unitization

occurred before intersystemic associations wverc attempted, then a good deal

<

of confusion would accompany an association. For exarple, assume thgt "el”

»

and "an" were separately associatcd‘dircétly to the word sound sklam/. Then
. - . -

- - i A

the child would say /kla:m/. to any word vhich began with "cl" ¢r ended with "am”.

Obviously: to avoid confusions“such as this one, either the child must unitize .

-
. Ed

‘the visual clusters inti'a visual word pefore learning the association, . or else

;lways rely on associating spelling patteras with the appropriate syllables.

But this approéch will run into the same problem when patterns such as "th"'and

"bugh" are encountered. These: letters must be unitized into spclling patterns
A~ : . A . 5

"“\ before the appropriate sounds can be associated to them Qithouq confusion.
A'égggllil line of reasbning is assumed for the case in which sounds are

associated to meanings and visual units are associatced with meanings. It'is'
difficult:to imag%nc how intersystemic as;;ciations can effeétivoz! déc;r un;.. .
les; there: are unitizations of the pcrcopéunl codes, i.c.,.the chilé must

. i ‘
unitize the pattc}n to sound it or yct its ;waning. fhﬁréforc, units can be

\ A : - . - L
regaxded as transformers of information; they take information from the scnsory

‘Surface, direcziy or indircctly through other subordinate units, and put it ‘
: . - ., i

L4 _' L
" into a unitary form to transait to other n\:xjci’r cognitive systems for further —- ‘

v
4,

pracessing. This transformation is not mercly a matter of convenience, but

-

" e
.

=
&
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rather sémewhat of a nctcssity. i;vidontally some assoczat%ye transform must

’ 1)

take place~betueen the information falling on the sensory surface and the
. phonolog1ca1 and meaning systems, because the acousL1ca1 codes and the mean-

ing codes asszannd to this information are almost aludy' arbitrarilz related

-

to the form of the physical object. - A unit scems to be an appr0pr1atc form

. .

. vhich perceptual information assumes in order that. arbxtrary associative
relationships can be made in an efficient and relatively unambiguous manner.
. Units also act as filters on incoming sensory information (Eotes, 1974)

~ .
If perceptual unlts were omitted from the desxgn of the human reader, then

the myriad details of information at the sensory surfaces would have to be
. processed at the deeper cognitive levels. This would reduce the efficienqy-
of processing, especially in view of the limited capacity charactcristics of

processing to be discussed in more detail in the followlng paragraph.

v . -

The size of the unit may vary,* dependiny upon the ‘tas k demands. For
.ordinary read;ng purposes, the larger the perceptual unzt, the bettOZi(GleOn
& Levin,, 1975). Some stages of processing have limits dn the number of units

- of information thbt can be processed sinultaneousiy. One of Egpcb systems is

P
irmediate menory, whlch is said to have .an upper lzmdt of 7 +2 un1ts (Miller,
. . . - .
1955)0: 5 + 1 units(Mandler, 1967). Presumubly, we use this k1nd of memory
! ) . .
' to keep in mind the first part of @ sentence while we arc perceiving the la st -

Lo part of a sentence s0 we¢ can put the whole scntence togcthcr for conprohcnflon.

-

Another system VhiCh has a sharply limited capacity is attcnt;on, wylch may

have a limit of only onc unit upon which it can operate at ‘any givon moment,

- -

(Broadbent, 1958;'Ticispan, 1964; Moray, 1969) although“with rapid shifting,
attention may appear to maintaln,scvtraltnnits at a statc'of heightened acti-

'y at onc time. Given that immediate memory and attention capacitics arc

L] ) »

P . s
.




S _ . .64' ‘ .

.
- . * ~

indeed so small, the skilled reader evidéntly prbces.':es information in -text

¢

as fast as he doestbecause hc packs more 1n£ormatmon into cach un‘::
* " . )
As it turns out, the 1nformatxon-—car;y1ng capacity of perceptual unxtﬂl

{(and mecaning pnits as well) can be very largc, but it costs something to the -
5 . .

Y . E A

readex, namely a considerable amount of lcarning, to compress information

into a.ﬁnit éuiégiy and reliabiy. Perceptual féarning is considered to pro-
. ceed at a relatively slow rate as comparcd éo associative léarning which ;ay

often ;ccur in an ;11~?r~ﬂoée fashion.ésstcs, 1970)." Nevertheless, learning

to peé%eive information in terés of larée units is critical for fluent rpading‘{

. angd for higher cognitive functions such as creative thinkiﬁq. Therefore, it

is not Surprising‘that reading skill‘requires-yearS'to become fluent.

One of the benefits of unitizing pezceptual patterns is that the process-

‘

inq usually becomes more automat:l,c with each exposure. This means that. less . '
attention is needed to process a given unit, so that attentlon can be devoted\

to other aspects of the task at band such as comprehenaion and coding for

. ' recall (LaBerge & Samuels, 1974). 'ro:fexamp;e, recognizing a new word at

H

first takes attentional effort, but later, as it becomes more familiar, seems

. . . . } .
. to be recognized with no ecffort; in fact, we cannot casily stop ourselves from

recognizing it. The relationship between familiarity and automaticity has been

- A

studied in experiments by Shiffrin aﬁgicardner (1972). and by.Lchrgc_(1973).

Currently we aré exploring other ways to measure automaticity and relate it

to measures of unitizing during pgrccpiual learning, . R

‘At this time, we feel rblativcly secure 12 our assumption that the famil-

dar units or codes rcpresented in Figure 1 are procegsed automatically from

information falling on thé,scnsory surface. Therefore, when a famkliar word

.

is shown tQ a.pctson, not only the yord code, ‘but also the Ietter codes and

+ * featurc codes aro activated. This rcsult is assumed to hold independently of

. . ' . » » - . N

. - }
- . ° 8 .
. s . .
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the particular word recognition model chosen ch.,'Figdre 4). But this
- 5 ) ) N * J
1!lnd1agely_presents a new problem. If all the familiar codes at all levels

- . . . .
are activated, how do’we select a particular code or unit for association
»

to another cognitive\gysteu? ,How do we insure, vhen we are reading, that

v =~

the highest level of pércci#éd units is the one\brocessed for meaning? when

-
the first grade teacher holds up a card with a word on it, how can one know
vhéther a child is attending to the letter units, 6: the spelling units, or T
the whole word? e : ‘ R

Selecting Unit Levels

The issue of choosing a level of processing has been a major concern’

in our laboratory over the past several ycars. We have tested the procéss—
- . ’f

ing of letters and familiar bigram units with a task which simply rcquires“ -

the person to match these patterns. For example, the subject is shown two -~

- L]

¥ . .

'lette;s positioned side by sitle, with several spaces botween them, and is

\ . . »
asked to press a button if the two lctters match, but to withhold his response’
\ .
.1
if they do not match. Sometimecs we have him press another button when the
’ & v

two patterns do not match, butythe data of interest afé the latencics of

[
-

" .
L} - » ¥
correct matching operatiofs. Sometimes we use nqvel letters as well as famil--

‘ »
jar letters, and sometimes novel lcdttcr-strings gs well as familiar spelling
- : » I H :
patterns and words. The basic assumption of this method of matching is that
ve.can measurc the visual perception of a pattern rclatively directly, as  «

opposed to the more indircct method of mcasuring time to-name a pattern or

_categorize it, sincc these latter tasks have other comnpencnts which take up |

processing time, namely the association between the visual code and the cble

in the other system as well as the time to process 7hc code in the 9thor

system (cf., Figure 1).

£ -

-
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. Consider a stimulus display containi‘ng twq bigranms ((gl cl) w\hich the \ ‘
subject is-f.nstructed to observe. Ig the two pattcrns match, he is tb press
a bu'tt?p. According to Figure 1, the fam.:xliar lct.tc‘rs‘g and 1 will be aut'o—
u,atically actj:vatcd and the familiar f:lustér unit ¢l will also be autonm‘ti-
c;lly activated. . Notice that the subj;:‘ét co;xld'pcrform the task ‘t;y matching
each l‘etterh' one at a time, 'involvinq two matching opcrations,' or he couild
match the clusters as units which involvc one matching bperatxon vn;iclx does‘
he use? Even if/he were soundmg the letterg and bzgrams, somethmg would

= have to determine wh:.ch way is chosen As it turns out, we have run several -

control conditions which 1nd1cate that the subjects’ reactiot-l times seem to be
based on visual -atching, <even though they often report that they are aware of'
- naming or pronouncing the patterns (cf., also Baron & Tt}urston, 1973; Pollatge'k,

- . * s . > ‘

Rohn Petersen and I (Petersen & LaBerge, 1975) set out to determine

et al., 1975)..

. ‘whether we could control the level of proc-cssing.ﬁf bigram clusters. To do
this we used two kinds of lists of items. One list cc;ntairicd predominantly

- familiar bigramé or clusters, such as sl, ph, sh, and br.. The other llst
containeci predominantly unfamliar clusters such as ls, hp, hs, and rb. Our

hypothesis was that for the first list, subjects would proccss the bigrams
as units and make on}z matching opefration, wherpas for the sccond list, they

would process the bigrams' letter-by-letter and makc two matches. In thig

way wc hoped we could excrt sontrol over the unit level at which the stimulus

-
——r

rf

display' would be processed for a match.

What we nceded was an indicator of the processing level used in’ each .

1ist. We inserted into these two kinds of lists two kinds of tes;' items:

. , : . .
a familiar bigram:pair such as (¢l ¢l) and an unfamiliar bigram pair such ° ‘

-~

as (lc 1c). Wo rcasoned that, iu the list of unfamiliar bigrams these two -




LY

‘en

, _ AT 8T
L \*’53\ ' ' . H N
test items should be proccsscd similarly, that is, lcttcr—by—lctté;. There=

fore their 1atenc1es should not d1 fcr. uowevcr, in thc list of familiar

bigrams there shodrd be a dszerencﬁ in the time to proce s these test 1tcm
The unfamiliar ﬁest item should takC\longer than thc‘familiar‘test itcm be-~

»

cause the subject -is expecting to matkh the cluster as a whole, but cannot

- ’

do it qulckly’because the cluster is unfamalzar. Even if hc‘tg}es-to match

it letter-by-letter it should probably take time to switch attention to the

‘l,ettet level to make the match this way. \

[l

The results of thia experiment are sboun in Figure 2. %hb mean latency to

Insert Figure 2 about here

—— e - - - - ——— - ’
-

' 'éest patterns is.plotted over two blocks of trials for each type of lisi:

Familiar bigrams are labeled Clusters and uqfaniLiar bigrnns are ldbeled

! )

letters. °‘When Clustex and Letter bigrams are embedded in lists of letters,

there was no significant differencas in the time to match them. But when the

'. same Cluster. and Letter bigrams were embedded in listls of clusters, there was,

a sigrificant and substantial differenge betwean them. Clearly the type of

list contékt had an _c¢cffect .on the ‘way a given stimulus pattern was processed.

Thus we can take as our indicator of level of processing of the list items

.

‘* the difference in latency befween unfamiliar and familiar tgst items. When

there is noﬂlateﬁcy diffcrcnce between the types of tcst items }hcﬁ we infer

- that tHe sub)cct is processing. the lis t of items”from units at thé letter

levelg when the unfamllzar items show a longer. latoncy than the £nm111ar

» ‘

items, thcn we infe: that the-q?bjcct is proccsvzng th¢ list.of itcms at a

higqér level. ' . ' v ' :




. v " - ' . . . N
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\‘ . v The fact that the latency of?matchlng an unfamiliar bigram changed with

.- » N

’

T - the type of l;st context tells us thaL list context must have beon\exortxgq -

Y .
.

some k;nd of influcncc on the processing of thc_unlts. Along with Estes

. . v
AL ~ ot bl ' ¢

(1974) we represent the 1nf1uencc of contextual condztrons on perceptual pro-

x
’ . - .

cessing by special contextual nodes, as shown in Fxgure 3. The arrows indicate

. . \ ) v Insert Flgurc 3 about ‘here

‘ 1
-t hd . . . : - . * - . v
‘1 ’ L -~
i N . - - — - - o Ay B 4 v
. A
LS Yo

. . . v

that a contextual node can~activate the entire sét .of péttern codes at.one
v . ) o

\ * .
f

Yevel of proquSlng For exauple, whcn the lexter contextual node, isS actLVatea

<

it activates all the_letter codes. Th;s 1nterna1 activation comblnes multz-

"

- . plicatively‘(Estes, 1374) witn incoming sensory informatiqn $0 that indlvxdual N

. -

letters appearing on the sensory.surface are glvcn emphasis compared to un1ts N

-

g representing groups of lctters. Thls results in a higher act;vity of readéuu ‘

. . from the letter codes to the matching operataon, s0 that the first match com‘

. pleted is made on the bas1s of letter unxts. We are not rulinq out the’ poss1-’

: bility that readout frdﬁ-un1t coacs reprcsentlng clusters would also rcach the :_:

. . -atching operation, but ‘if they did they. would reach it somctlng after thc

letter code'readouts arrived. In this way '‘a oontext node selocts thc lcvel of

- ) process;ng by which a given task opération is carrlcd eut. Typxcally Seclec-

. . %— tion can move upwards er downwards in the’ hicrarchy of procc sxng Jevels, | \
< although sometimos special trainlng is noedcd to induce a child to read ouf \

N «. from lower levels, as in scgmentlng words or/syllablcs into phon"m"". hgain,'
. ' L ‘o \
. . it is 1mportant to note that Pigurc 3 represents a modxfrcaqlon of the origi-

S K ,nal LaBerge and Samuels (1974) modcl bccausc, as it stood bcfore, there was
:
3

- L no nech,'mi.sn by which a p1rticu1ar uni‘t lcvcl could bo bClC(.Ccd whon a string ) ‘
.of.léttqrs is displayed to.the subjcct. Tha change that is nuggoqtod hore is

’ ‘ .. - -
- - R N . . .
. . . -
\‘)‘ . , ’ ’ , . - . . -
. - @ . ¥ . ’- N ' - -
. . t.
. N . .
- . .
.




69
*

, L . . / .

L] . . ]
the-addition of context noMes which combine.with.stimulus inputs to dctermine

K4 , ’ .

"which level of units has“highest priority for furthef cognitive procesqing.

-

If we tcntatlvely accept a mechanism like the context nodes, we are

. &
-

imedntely confronted with qpothcr problenm. How im as artmular context -

L %3 v
node itself activated? Somettnng makes us look when we proof-read
a manuscript for spelling'crtors, and controls o-t‘brbcessinq of words and . .
' : . o v}
_phrases when we proof-read a manuscript for sense, for example, 'to determine
) - e

'hg_thet a sentence has been left out. Similarly, sonething controls the
4" ' - - ‘. -
child’'s choice of units when the teacher holds up a card with the word "pen"

and 1n§tmcts tg‘ child to tell what tﬁe vord neans. in whieh case he pro‘esses

~ - .
. 1t at. the word leve.l or 1mtructs hiﬂo tell how. nany letters i; con‘tgins, in ’
» '
‘ vbich case he will select a’'letter unit. In all of these’ emples, 1nstructions
¢ 3 -

- detqmined the unit 1eve1 selected. - .In the expez'iment just despnbed, which

called f.or -atching units at di/fferent levels, thé unit level was presumably

de‘teqniped by . the ﬂst context. Exactly h&experience with the first several

" ] o~ '
itens pf. a list ptoduced an. actlvation of a partJ.cular contéxt code is not

- . s

spelled out here, -

'J.”‘

. W . v ‘ .

We bélieve that questions eoncerned with-the selecctlon of contaxt for a =

- [ od
> . .-- " .

given task require re's‘eaich invoi)/@ convérging opcrations in order to pro-
vide €léar and firm answers. As a step in this direction, we have \carri’ed S
' . . . - ~ o . -~ 4 '~ Y -

out a series of exbcrimeﬁtsf_(i.aBetg)’\, Petersen, & Norden, 1976) to determine

whether a ggbject gan b Anstructed or cued to sclect a vis'ual, unit by direct™

- ., R

mothods. Usihg the/same bigram mtenalst’ in the cxpcnment Juat described,

*

/!
.. we mixed the fanil ar and unfqmiliat digzams within the same block of trials,

e but alvays prescnted faalliaz bigrams in the lower part of -¢he screcen and

thc unf-uur bigrams in the upper part of .the screen. Before e“ch trial a ,

-

* circle, was shown in the upper or lower -posltion to tell the subject tho

wll Toxt Provided by ERIC

wet T \/13 3 T g
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‘loca'tion;an.d théreforc, the type of bigram to expec‘L. wC‘hoi)ed that this

R
. L

very obvious épatial cué would induce the subject to lardcess. the items in*
~ . I} —

- ‘ i . ?

the upper position letter-by;lettcr and the itemsin the er posif:iqn

bigram-by-bigram. Using thc same probe 'tc_sts.as bcfore, we found -no- signifi-
.cant diffetences,,in meaxi latcncies between the two prc:;cstation pos".itions.
'mfs reSult: apparently tells us t.hat subjects could not easily ,swltc,h lcvcls

LY

" of visual processing from trial to trial. It also ‘ruggests that it may take °

several trials to establish' a stable context level. Wwhile much more research

is needed to clari\f}'r this issue, it does appear’ that even college subjects
. k4 . , ! * -
have difficulty in directly shiting attention effectively and quickly to

- ‘ ' . o

%

levels of processing of visual units. It appears that we cannot casily focus

attention on a context in the way we can focus on a given pattern, or cven on

an operation such as adding or subtracting. "It scems morc likely that a sub-

3ect can more d'irec:tly select phonological levels bccause' one can rc.';pOnd by

pronouncing a lgftér or a-syllable. Selection of a lcvel in the phgnolo«jical

- < . . . ’
system might then feed back to.the visual system and select the corresponding

J/evel of units.

' —
r-

Thus although t!:ere rcmarins work to be done to solidify and oxtend these

.

results, there are two conclusions from this discussion which scem to me to
be of considerable import in the understa:nding of thc role of units in percep-
tual processing. ?irstlylsincgtzhe subjcct has an option as- to what uhit he :

L)

will pxocess when he is shown fword. some sourcc bf infornutmn other Lh.m

the iqechato stimlus displﬂyg’ust debermi/i. the unit sclected. 7The sccomd

-ain point "is that, at lcast fof}\tl\c v;..ual system,, the "clc.ctxon of unit lcw.l

by direct dcpbo)c-ent of attention to that level is not easily dome by the

. ‘ -
average person.

s
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Learning New Units . , T . y

3

The foregoing discussion of the funotion of context nodes in the sclec-
tion of perceptual units suggests strongly that the cbntext node may also ‘
have a crucial-role in the acquisition of new units. If an output from the

- perceptual system to a response is presumed’ to require the joint action of

L4

the information from the stimulu;v. dj.splay and the activation by a context

, . nqde', then we c?nnot expect to teaci a' ::hild'to respond on the basis of a
nev unit unless he already has its context npde available and .fémctionir.xg. -
. For example, i.:f he is sounding a word on the basis of letter units, how can
we expect him to shift to }’xigher orthographic unhits unless there is control

by Fhe cgntextual node at this higher level? Thus, it seems quite likely

- that the fomt}on of a context node precedes the formation of a unit at

| . ¢
that level of processing.

It would appear then that we must dddrcss oursclves to two main questions

concerning the learning or development of perceptual units: Firstly, how is a

unif. formed when a contextual node is in active existence? And, sccondl'y, how

‘Ls a unit formed when a new contextual node is not available and must be

devqloped'at the same time? ‘the one hand.we learn new unit's nost frequengly

at a jevel of ;rocessing at which we have already acckuired some units, but /on
. .

\/ the other ‘hand, 1t follows that we must occasional ly lcarn a unit w'hich is

. the first one-acquired at a new level of processing. 1In t.his' latter case, ’
the child must acquire or devolop" the appropriate context node before or at
tllefame‘ti.lé the first unit af. that level is formed.

A very inlportant' issue in the perceptual learning of a word involves the

-

. . r » - . )
regularitics or rulcs of combinations of spelling patterns (Spochr & Smith, ©

3

1973). - For cxamplc cobsonant cluster units seldom follow cach other; rather

' 'a vowol or vowel cluster usually intorvenes. Tho presert discussion do¢s nat

o - ) 15 - F N ' ‘
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.elmborate the relationships. of visudl .units and orthographic Julcs, But

rathery concentrates on the implications of contextual nodes’ for the procoess-

‘ ing of 'simplified displays of various units. If this approach is successful
in these situafiions, then Fopefully a subscquent paper will give morc discus-

L N . ‘ <.
sion to orthngraph.ic nﬂ.cg,’, . .o .

Let us coristder first how perceptual um.nnng may occur at a lcvcl in .
. - -1 -,‘
» -

which other urp.ts’havc &lready been formed. For examplc, how are lcitcr units

formed by children who have alteady learned a fow letters' of the alphabet? Or i
y .
S
consider the unitizmé of a new word by a child who already has several

]
words in his v,i.dual vbcabulary. "For these cluldrcn, we assume therc exist

. o
4 -

N context nodes for letter units and word units. Thus, all that is necdcd is
- . _— . ' :
to form a new unit of the kind with which he is already somewhat familiar.

A

This is the type of situation in which we havb studied the perceptual learning

’ of novel Iettets (LaBerge, 1973) andi others have studied the perceptual lecarm-

‘o

. ing of new* letter st.rings (e Gy Barron & Pzttcngcz;, 1974). This kind of per-,
ceptual le'ning has been concei»ed as havmg three stages (LaBerge, 1976).

namely feature,discgvery, unit formation, and automatic unitzzatz.on. Pdr

xaq:le, in the perceptual learning of artificial letters, the SubJCCt mu_,t .
4

fifst discover the distinctive features, n;uch in the way E. J. Gibson's .
not?.ons af Elistinctivc-fcatuxe pick-up tél;c.s place in pc;ccbtual learning_
. ' {Gibsom, 1969?. However, since the Lypical subject har alrcady éncountcrcd
'.-’:-as"xy lettets‘, he #ill find that sclection of a ‘:.mqlc fcaturc will not w(fuc
to distinguish » new letter fmm the others he has lcarned. For ('x‘unpl(.', .
*  suppose the .new lectter cpatains two lines which crosi. Taken alone, this

. \ . 4 _ PP _ ‘
. . feature wLil__lcad to a copfusion of the lower case letters t and £ if the

2

. ne . -
‘crossing lines are horiaontal and vertical. Secldom docs one feature distin-

guﬁh one lct.tcr frou -‘.\%l the rest of the lctters Which the person in callcd
L T
upon to dhtinguit.h. , ’ ~ '
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This fact forces the lcarner to observe morc than onc feature 'in order
A ,
) . . :
to discriminate patterns from each other. When patterns are presented side~ !

by-side 'in a same-different task, the subject can scan cach contrasting
' . . . E . -
. feature independently, especially when the two patterns arc po,';i‘tionc-d close

14

-

* . . .
to eagh dther to facilitate scanning back and forth. But if he is presented

onbe pattern-at.a time for identification, then the subject is requircd to

T lehrn the combination information of the two features. When we learn to iden- -
tify‘ letters by name we Jave to note the pa'riichlai combinations of features

by ;dhich'eat:h..letter L& uniquely identifiable. This stage of perccptual” '
learningey, therefore, requires that information in the distinctive fcatures

4 . -

.

be combined. Ve conside, this to be.a second stage of perceptual lcarning . ..

‘in which a let‘ter unit or code is formed. . . ] -

He‘nay_,'considcr the perccbtual learning of a word'in a parallel manner.

» * .

For the four words at, it, an, .aMd in,” the task of;'merely discriminating pairs

- - . - -

H

of these words can be carrj.eé out by scanning the first and second Iectter , -

~

) positions. Por example, if a subjeét is given the r {(at an) to distinguish,

he looks at the firs't levtter position and finds a match, ti'\eii.he scans the
secon':i letter position and finds a mismatch, and then he responds indicating

that the two patterns arc different. But if he ig required to identify (e.g.,

by four-different responses) each of these words in iéohtién, he may scan

each .letter position, but now he must remember the first letter when he hotices

the sccond lett,er./,lt is the combination of the two lettets whi'c'h dctcrmines
the response he will make. The perception of this combination 1nformatiér; we
assume to be the sccond sfage of percc;;tual leprning.

L_,‘  Now exactly how the cpmbination information is. processcd is currcptly a
N g * 1’ . .= .

s , .
._ . very active controversy in pérception. Perhaps the most well-known form of °
. .| ’ . N ' . .

" the question asks what information in A string of 'lctters produces word ’

15

JAFuitext provid: ic -
. .
y . . .
2 / . . -
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" of word recognition, we add inputs to the word code from word features, such

— Y . . .

. ‘ ) .
recognition. The vast array.of experiments on the word advantage cffect

. .. . 4 AN : . o .
centcrs on this isoue, since it asks how a letter is more casify detected

hhen it is embeddcd in a word than in a nonyword (o.g.,/Rcicher,’J§62; Estes,

.1975). .For a woyd, the phrtichlar combination {incluling order) of lectters,

v

has been learned, but for 3 non-word, thc comblnatlon lnformatlon has not
O L S — k] "'R

been learned, especially if it is. a<nnn:pxon9uﬁceablo non-word Thus we

consider thas problem as falling under Stage II*pcrccgtual lcarnxng' "It is

clearly not a Stage 1 problem, sxnce-subjccts have no dxffxculty dlucrlmina-

-

ting a novel string of letters from other strlngr of letters.

The relatlonsth of a word unxt to its constrtuent letters penkap, can .
%

be cleﬁ*fxed in te¥ms of the nctwork models showr in ?1gure 4. If is hoped

3 ————— - - - - - - - - ——
-~ + .

Insert Pigurc 4 about here .

that this kind of classzfxcaxzon of coding models will help to set prxorxtxes
in research to determine what it’ 1s in graphcmlc st1mu11 that actxvates a

word unit. .0 . \ .
The Pure Hierarchy model assumes that letter code outputs converge to . .

attivate a word code, that is, & word .s rccognfkcd by outputs from its con- °
. s

stituent letter units. Of course, a word code may be actlvated by Jpcllxng

patterns as well as by individual letters. - However, Jor convenience in o

.

exposition of the six rodels, we have omitted the cluiter level of uniks

. which we had included in Fiqure 1. To ropr63unt the Quasi-hierarchy model

.

as vordvlength, contour and internal relations. This model assumes then,
that a word is recognigzed on the basis of’pomponcnt,lbttcrs togethcr with

- : , . ‘
fcatwres unique to the word pattern. ' .

¢
.
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The Two-level models assume that a word code is activated from the N

feature level only, so that the .processing of a letter unit is not a neces-
- . 4 * .

sary prior condition to the recognition of a word. The Two-level models
differ with respect to the \source of the fcatures. 1In the Two-level Model A,

sone of-the inp\:\ts to a word code come from features that also activate -

-
L3

- letters. _In M—level Model B, the word code is activated only by its’ own

d.i‘sti.n;:.‘tive featur;es, such as’' length, contour, ,and 'mtcrnal relations. In'
: 'I;n-leve]: Hodgl C, the inputs to a word code comé\gnly from.. features .whi:ch )
also activate letter codes.

!'he five models Just described assume that a word unit is activated by
outputs frun either in;ter codcs or feature detectors, and that usually at

least two of these inputs are required to produce the word oode. 'I’he One-
A} va ’

1

. level model, on the other hand, assumes that each unit extracts .its’infor-

mation directly from the sensory surface, without intérmediatj.ng codes ) In

“this ;ra); there' is no fusion of two or more inputs, but rather a direct rela-
R 3 - < . .

tion bef:wefen the stimulus informatlon and the unit. .

.
—

’ ¢ 1t \d.l’l/be noted that the One- and Two-lcvel models do not have the
» ' 4

- hietarchicﬂ. propérty - whereby the codes of one level fced into the codes of
- the next level. The arrangcment of units in these models a;e ‘stratified in
Fiqure 4 only to reflect the ubjectwe hm‘mrchxcal ozdenng of features,
letters, and words. .I would lz.re to point out agaxn that the inclusion of
the. spelling-pattern le}r‘e& which is éritical for the functioning gf ortho-
'

graphic reclationships is not expccted t? alter the main contrasts lgcinq' drawn

o

among these six models. If the spelling pattern units were added to Figure 4,
1

the additional crossings of lincs would produce a rather noisy array which

' - would tend to obscurc the 'ﬁain diffe}rences among the models.




.

the word is the sum of its lctter parts, For the Qudsx-hzorarchy Model, the
. .

s * .

word is more than the of its lctter parts., For the ‘Oné- and mxo-lcvcl

\
-oaels, the word is aiffercnt than the sum of its letter panfs.

L ]

. Thus, there appcar to -be at lcast six differcnt ways that a word codc

" might be activated once the, stxmulug information falls on thc sensory surfacc.

N

4involves discovery of the ppprobriatc £catures. llowever, it differs in at

_—

»

ﬁe are not suggestzng that only onc modcl is true for al;?ca.cs. It ma9 be

o s

that we shift from one processing model io nothcr under diffcrent rcading
% .
emands and it may well turnout that, ngthe coursc of lcarnzng to read, a

child shifts from one stratcgy to another strategy, as the predomxnant way of

procdesing a word. 7 .

re

% If we assume a Pure Hierarchy of‘Quasi-hierafcﬁy ¥Model, then one ;nté?-
pretation oﬁgunitizing is that a word is fused from componcnt letter units

or some feature units that are unique to the word. PRut if we assume the Two-
L

level B Hodel; then it might be said that the word unit i' fused from its
oun unique set of featuxes. In thxs case stagp II pcrceptual learning is not
based on pteviously formed units, but rathcr on a resclection of features,
such as particula: intetnal relations in a word. This éroéess may be con-

sidered quite®close to thec process of Stage I pcrccptual learning, since it

.

A *

least three’ respects from the scarch for distinctive featurcs. Fitrstly, the

purpose here iq pot usually that of discriminating two pattcrns from cach

other, since this can alrcady be easily donc on the busis of the known letter

.

units. Socondly. the wo}d fcaturcg'arc‘likcly to be reclationmal features that

are not point-to-abld‘ln the adhsc that letters can be singled out. This

implies the.third diffcrcnce, namcly that the res sclection is md1ikely to

/, ‘
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" involve a search by re-oricntation of the eycs to other locations within the
. R !

s

word ‘pattern; but must, in some sensc, be guided to a new rclational feature

based on ‘the raw informatxon alrcady cxisting in the print of tho. lcttexs. i ) :

1

-

After all, if the ink marks were removed the word could not be percexved. ot

Therefore t.hete is something about the marks on the page which 31ve§ ‘Tise to
° 3 i ‘ ' -

"word perception as well as~to.letter perccption.

. . . . . ,

oo Regardless of whether Stage II unit learning is regarded as a fusion of

-

1ett¢rs‘of features, or as a dizjecf: extraction process, or someé other process,
it would seem that there must be a shift in the context node frog activating T

units at the letter level to activating units at the word lecvel.

-

- . ’ .
Once the subject perceives the word as a unit, further exposures- are

. v

needed .to congolidate the unit so that eveﬁtually the unit can be activated
without attention to fusién and/brlreselection of features. In this Wway

perception becomes automatic. If Stage II unit lcarning for words procceds
L 1 ° N -

by fusion of letter tode outputs, then in Stage III the fusion occurs without
the attentidnal scanning of the letterns. . If Stage II éccurs by an ex;riction

- of relational features, thenduring Stage III the deployment .of attcntion to

this process becomes less and less, t .

Now we turn to the morc difficult issue of learning the first unit at a .

. nev level of processing. I hope the reader will kcep in mind that my comments

*

in this section of the paper are speculative. However, it is in vicw of tho ’ .

‘practical importance of initial unit learning that 1 stray £ur£lxcx; from sup-

) porting data. Hopefully, the cnéuing rom‘rks will stimulate ‘somet productive
tests of these notions. - .. . ) .

] . .
. The situation of lcarning a new type of. unit is much IQ'C that confront-
/ . ‘

“ "

ing a <.:h-ild ubo has 'no trouble identifying or naming 1lcétters of thc.a‘lphnbct, -

. -

but now must pereciiro a cluster of lottcrs, c.g. the bigrmn *ch” or "ch” and ‘
* (] . L " ” ‘
Ve - i} . ‘,:,,?;‘ . ¢

Q - .

.
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notice the'reéulafiti’es of their combinations which is involved in what some

mean by learning orthographic "rules”., These letter clusters must be: per- ~

ceived as units to é_ss_oéiate effectively 5 uxiitar:y phonological respoasc to

them. ’Siniiiarly after phonic$ tr'ai;ing with‘pérts of words, the child must

. learn to blend the parts J.nto a word This may mvolvq shifting context

leveIs in phonological system. * ﬁ‘;enmg to a child trymg to blcnd a word

._f,or the first time can be Very instructive: .For c;nmple, in\blending the t.wo
% v .

sound patterns "ch” and "at” into /czt/ the child's Pause between /c/ and /zt/ - _.

« r

indicatues quite directly that he is processing these as separ&,e‘\xmts. Later,

v afteyp " somet.hx.ng clicks in his head", he pronouncdes the word "chat” in a quick, -

» . ]
. . - C s

- uninterrupted manner, which seems to the obscrvegfto’ ind}i.cat':e that he has pro-'
cessed the word at the phonological level holisti:cally. We can be even more
convinced of this unitizati:m if he .recognizcs the meanin/g, of& the word at the
"tine that he successfully seems to blend it. The point is that once the ¢hila '
has learned to blend succes'fsfu}ly onc‘e or twice, the blending of new cases seems

_ $0 proceed faster. Similar?.y', when the child learns to i.:d'entify 'one:rtir two “
/.ngrans as units, he seet' Fo.pick up new bigrams anld even trigrams, etc., quite
quickiy. The problem appears to be located at the Point of getting the child )
. to :I.dentify a bigram as a un(i.t or blcnd parts ¢ of "a word for the first tme. Vie .
oft:en say that he has to "learn the skill"™ of blending or umtizmg, this is
perhaps not unlike the lecarfiing-to-learn phenowénon described by Harlow (1949).

3

~ In terms of thc présent modél, we say that when he can activate the appropriate

13}

contex): nodc to perform the.appropriate unitizing, he has lcarned an “acquisi-
tion £kill". By means of this skill he goew_.to acquire new units at that

Yovel. " ) - ?

: Now some night remark that the appropriate context nodes of lct.tcr groups i ‘

and whole-w‘ord sounds are available .and activcly u..cd by the child at the time

-
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V4

he first learns to blend and unitize letter stri{pys. uisidaily conversation

. .
. employs spoken wvords,” and hé can almost always rccognize'his own written name,

- - .

L]

and usually a few common written words. Docsn't u.jis mean thak he alrcady '

has an active ‘node [r thcse partlcular perccpt‘lual units and thercforc for

all other u.nit-s at these lcvels? I would venture to guess t the child does

not necessarxly have the appropriatc-context nudes for ‘other units because the

context is not the same. Consider how the child recogm?c.. his written name S

.
. ~

- among other names presented t.o. him. Suppose John-E. is written a.bove a.coat

, lianger in the Xindergarten classroom. Jonn's task is to discriminate the
visual patte;.'n of the written name from other nalnes he sees. In a ;yp'icel
'groqp of 20 or 30 cfﬁldre'n in his class, tr;ere ‘is not likely-to be .another

. " written nano’ very similar to his. If there is a John P or a Joan E. he might

show soﬁe confusion, and a tcacher often foresdes this problem and placcf thc -

~

) J.abels at different ‘spatial locations so that the child can use spatial cues
tcrhelp him discriminate the names. If pressed I wpuld suggest that thc con-~
text node inwolved here is.at the feature level Thus generally, the young-

child can identify his own written name on the Dasis of a fow features that

Al

are quite dlffeént from t;le information he must lcarn to pick up.when he
}dentifies the vast range of words: in his visual vocabularly two or three ycars
later. ] ’ . .

The parallel argument for phonologlcal units is more dlfflcult‘ and ad- ,

. mittedly somewhat tentatlve at t.his time. But I would ask you to consider

’

that before a child learns to read, he does not scgment spokcn\uord.. very

often. A sentence i§ hecard -as a continuous strcam of sounds, and boundarics ' %
< / . . .

*
are often not at all distinctive to a child until afted he has lcarncd to

. . ‘zead. Thereforc, the way hé hears and utters words in normal speech probably

{nvolvcl altogethcr aifferont contcxtual controls than those appropriate to

' ! ‘ \
. 23‘1._ o o

»
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the sounding of words in isolation. Although one has scén and hcard his own
A ) - .I ' i
* hame many times before he begins to rcad, he may eventually come' to heéar and °
' see the name differently after he has learhed to rcad. Vhen I say "scc and A
hear differently”, I mean that a diffcerent context node is involved, and this
- implies that he must be able to-pick up stimulus information from the same . B

A

words differently. ‘ ) ‘ T .
Let us' return éq’thé case in which the child has learnéd to identify
. indiv{dual letters and now is called upon by t;;k requirements to process
‘sériégs of letge;s as units, e.g., bigram; or‘short words. His training with
. letters has seqsitized him to the locations within a word which carry the .-
information which distinguishes one word from another. For cxample, thcré

are many wards in our language which differ by only onc letter. A child who

has.focused attention on leticr units must now free himself from this narrow

range of information and take in new information vhode source is no longer

-

* individual letters, but rather is in the combination information in the string
» . , . }
of letters. As we have pointed out beforc, there arc several viewpoints as to

how the information in a string of letters gives rise to a new unit,represcnt-

ing a spelling pattern or a word. Regardless of the view adoétea, the word

unit is assumed to be. controlled by an appropriafe contcxtual node. And this
fode must either be present genctically through ﬁituratiqnal rcadiness or

. somehow acquired by appropriate cxperiences. If it is available, then the

~ ~

" child learns the new unit and moves rapidly ahcad. If it is not aviilable,
- - 2

we cither wait until it maturcs or we try to induce the context by instruc-

' tiondl means.

.

Now, llghough scicﬁtists prefer to Eontgol the cvents _in their domains
. _ _ )
as opposed to waiting for them to happen, and although our practical educa-
. 24 '
tional objectives alco. press us to control beneficially the lcarning of a

24
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student, it may turn out ‘that the development of 'a contextual mechanism is

- not-'subject to direct control and therefore may he resistant to cfforts to

-
“a, N 1y

"teach” it. Recall the expcrlments jugt descrlbed in which we tricd to cue

.the level at which a subJect would match pdl!’ of bzgram . The results nuh.-~

catcd that subjccts apparcntly do not dxrectly actxvate leVels of pioccsgxng,

L

implying that the context nodcs may be so remote fron attentxonal control

4

!hat efforts to teach a subJect to use them, when they have never before used

them, nmay be entxrely fru1t1ess.. It seems to me that the notion of rcadiness

«
ty

captures the flavor of this problem. If we have to wait: for .a- child.to become

ready-to learn a skill, this implies that the basic processing mechanisms are

< .- A -
not receptive to our attempts ta controi them. This does not mcan that some

. . N M . . ‘
skills already in the child's repertoire could not substitute for the one in
question.. A child who does not perceive the big;am "sl” as a.visual unit may
stay at the visdal letter level and combine, them phonologicéily by sounding

«1etters one aftét'another. On a more general levcl a readex may compcnsatc

»
.

for an inability to perceive many whole word units by sounding out syllablcs.
1f control of visual unit levels is not easily accomplished direct;y,

then perhaps other routes to the at¢tivation and sclection of viéhal un%ﬁgﬂarg‘
- . “; )
possible. In the experimentdl example described, in which the familiarity-of

a list ofi;igrams apparently determined thc level of\procnssing, there must
have been: some pathway by.;hiph the vigual nodes were selectively 9c}ivdtnd.
-Our best guess 1; that the operatio; of matching the patterns produce&:a feed-~
back to that level of units which yicided the fuqter latency of matching.

.

The ultinate ctontrol of level of units in this casc was the envlronment, since
Y

it was thd ‘type of display which detcrmined the context. Similarly, we often

find that a chigd can "get into the swing of performinq a new skill under the

strong control qQf classroom stimulation, but when faced with the same task

- 25
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alone, gannot pcrform the ncw'skigl. What scems desjirable is to’ provide the - c.

child suth a mcans of controllmg hxs awn levcl of pcrccpnon ra.thcr than

- . h

leaving 1t'to thp preced;.,ng sequcncc of stxmul-atwn. R e T ‘;

[}

One pzomismg dxrectxon for providing 1ntnrna1 control of vl..ual pro- .

b4
[

cessing levels looks to the ‘phonolog).car systcm, in wh;ch control is tmlcally

s S ——

v

. : exezted by speech Y Adults find it relatively easy to hsten cxthcr to whole

-words or the last rhymmg “syliable, or the souhd of the fxrst pboneme. This -

. - v i

may’ be .done quickly because the person can sound these nmts to himself.

- «

- this way he. selects a level, of processmg Now if ‘he’ has already .learned ‘

.

sound-to-sight assoc:.atxons, i.e., he can categorize sounds as wor&s, clu..,ters,

or letters, then he canl’ control the level. of vxsual processing by attentional
‘activation of appropnate sound units. According to this lime'of reasoning,

‘ 7 PN ) / 4 . - . . 7 .
phoriics skills' may be critical fox control of visual processing levels. Child- '

. ren who have not learned to segment onemes within a word and. learn the

é telations between sound levels and s:l t levels should therefore have consxdcr—
able qifflculty .in selecting the appropriate vxsual units in the graphemic ‘

displays pres‘ented to him. Thus, the acquisitio:i'of new visual units, especi- A
. ! A 4 !
ally at a new level, iis regardcd herc not ae a sxmplc seléction and/or fusion

- * -~

of sensory inputs from the bottom-up. . Because of the ifmportant intcractivc

’ role of the _contextual nodes ‘with incoming stxmulatxon, perception and acqui-

. sition of new units rgquires that appropr:iate actlvatlon of contr-xtual nodoc;

- , ¥

- ’

’be controlled The ma)or q1rcctlon of this control is assumed to comc from

higher cog'xiitive systems.” Therefore the acquisition ‘'of & new unit is regarded

here as based both on sensoty. information and contextual mechanisms which. are

.
s

largely under the control of higher cognitive sygtoms. " -

It nay be the case that fast learncrs differ from slow learncrs because ‘

" *

of a difﬂ.}_x‘ence in the availabn*it} of contox.iual mcchanisms. We have alregdy

\ .. -

A} - . . .
- . .
. - KN . N,




) 'pu;{réther with respect to perceptual learning. Spccifically, lower mental i

.. : - - . A

seen evidence that slow and fast learners apparently d% not differ with
) ' .

respect to spedd qf forming associations (Zroman &'nquse, 1963;.Estcs, 1970),

age qnbjécts require more time to distover ‘the appropriate perceptdal fcature -
or dilensions of the perceptual patterna in ittask 81-115r1y. one -ight

expect to find“differences in learning rates at other stages o perceptual

.

learning, auéh as coding new units. Perhaps one of the most dramatic Qiffer-

ences betveen dndividuals may be in terms of the speed at which they grasp new

A9

unit levels. Some children mpve fro- Ietters te higher orthographic units to

whole phrases 80 rapidl,y ﬂut it 1is difficult Bometimes to believe that for
’ AV
these children there are separable subskills at all. But for others, the =~ *
I N, - N ' ]
contextual levéls may become available relativelg\zigyly and we are then

painfully aware~of a particular level begayse for a time the child cannot

.

»

move from that’ level to the next. . ’)

.

ot I have been talking about the learning of_uﬁits in the game way that

some researchers refer to the learning of skills. ' In viow of the similarity
of our coﬂEeptuallzations‘bf skill learnzng and unit lecarning we should not

he surprieed if we find that they share common gucstions. Por example, it is
reatonable to assume that a qlobal skill such as readlnd can be approprlately -

segmented into subsktlls for the pruposc of cffective ins tructzon. If so,

,,does the most-effective way to tecach thpsé skills procced from the béz}om-up,

that is! beginning with smaller units and procecding to The larger units? If
we find oﬂreelves spendiﬁ§ a'great a‘gint of time on eomc Rthiculﬂ; subuki‘},
how do we motivate the child apprdgtia;cly? For example, :5 the motivation
for reading is to couprchdnd wxittcn language, how do we most effegtxvely-

®ring this motiwation doun to_ thc subskill lcarning at the level of ortho—

Irephic units? ° : S , . : :

e 2n o o




) :
Let us ask to what extent unitizing skills arc tcachable. I belicve.

that instruction, whether by a teacher or by a bosk, cxercises control over
. P3N

'the perception of the student most cffectively by presenting material that
is point-to-able.- The teacher can make surce that the student picks up the

critical information when ‘he says ”consider'this" or "look at that”, uhcthef

Y
=3

it is a feature of ‘an airplane.' a note of music, a scntence, or a mathcmati-
’ . ° —
cal expression.” When a point-to-able item is the critical featurc, then
. . ’ '
learning apparently procgeds quickly, becausc the "pointing” function of the.

teaéher controls éhe attentional focusing of the student. 8ut, when the

feature is not so easély pointed out, ihcn attentional focusing of the

student  is not directly controlled by the teacher, and there will be uncer-
~taihty'ab§ﬁt the material the teaéhcr int;nds him to perqeive.' Many rela- K

tional features.are of this type For example, when two pitches are prcsented

si-ultaigpusly, it is not clear’ that the student perceives the two ind1v1dua1

4

notcs or- the particular musicdl interval. Similarly when the teacher points .
the word "man”, it is not cl:ar that the student perceives.the'visqal ~

zelations vithin the word. re the wor s/ "man” and "mat”. One is tempted

"’
to say that the difference is perceived in terms of the different tcrnznal
letter‘unit because we dan point to the terminal letters n and t. ‘But_it is

more likely that t,bi reader is p_eiceivdng the whole word, and the first two

letters, "ma", snd Ehc ln-t-lctter'are 1iterrelated. How Jo‘l a. teacher
effectively point to such g relatioh? Indced, it is far more convonicnt to

- point to the letter than to a relation. And this may mecan that.uit is vcry .
difﬁ}cult to"point the way"to new levels of peicciving, especially when Eﬁcy

involve rolational features such as this example represents.

Howcvor, once a lcvel has becn brought under the control of a contextual

siechanism, thon the teacher may have scveral mcans of promd&ing the acquisition

. . .. R8
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of units. Two of those methods have _alréady been described. The first way
uses univ which are already at the hew level to induce the context by pre-

senting t.hen(.“}&a series of examples before presenting the new pnit. For

' example, if the bi_.gram "dr" is to be lcarned as a unit, it can be presented

following "s1”, "f1", and "gr", which we shall assume are alrcady familiar

units at that.,level. The second way of promoting uniti:zing would use sound-

sounding the serics of visually presented words, "mink”, "sink"l, and "pink”

And(@\"drink" may promote perceiving "dr" as one vigual unit, if the child

to.-sight relatiofis to ind:ce the appropriate visuval lcvel. For example,

:

N . . .
already can segment the initial phoneme and the initial letter in the first
1

three’ words. ‘ ’ . o

1f, powever, L?[child has not visually uhiti;zed a bigfam prior to "dr"

nor has learned to visually segment the first letter or letters of a word and .

associate sounds to these visual units, then teaching the child to unitize "ar"
. 5

visually will be more difficult. If the tcacher points to "dr", the child is

likely to perceive two letters. If the teacher pronounces it, "druh”, the - —

. i ® -
child may not isolate the initial phonewe from ghe neutral syllable "wh",' but,

more importantly, he may be hearing the two phonemes "d” and "r" scparately.

If he hears two sounds, thadn he may look for two symbols, and, although this

may be desirable in some tasks, it is not desirable here for the purposc of . ¥

promoting visual uniti.za}:ion. ‘ ‘ :
while the foregoing examples are quitc rough, att.ompts to illustrate ways
that unitizing might be taught, it is hoped that they do provide a contrast
between teac;ung a new unit when the '?ﬁ'gi\rogriate contextual contiol of a level
is a;railable and w;:cn ‘1t is no;'availablc.
--It s c;bvi_ous that considerable rescarch is necded to fill in t~hc gaps

in the contextual control nodi.flicutions of the lsMcrge-Samucls model (1974).

29
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It is difficult to formulate optimal algorithms for acfuiring units when

.,'
.

. - . a

there is consi\dgrable uncertainty as to -how a word code is activated. Figure

4 sheows six diff;tent models, and thcre 4re undoubtedly others. Quite p'toba-
bly th; apquisition of word codces proceeds by stayges which may be arranged ‘
. hj,etarchically. Initiak"ly,' the child may rccoynize a word in term:_-. of lctte{s.
= ‘ and spell}.ng patterns, and only latcr as a single 'unit'. But if the lcarnirg
‘ sequence does.procee‘d }%cxarchically, this, does not necessarily imply that
. _when ﬂ.le word is finallly’/recognizcd as a unit that it is processed hiet:;rch—
) iuliq, ‘i.e., from outpu}s from letter and spelling p;ttetn codes. Fluent
r’eaders, in fact, probably le new words directly as single units without

going through letter and spelling pattern stages, owi‘ng\to use of contéxtual

=Y ’
-2 “nodes of a high order. Before we can begin to probe these questions we need
to have reliable indicators of the level at which a word ‘is ptocessed in any ‘
: 3 .

given 1nstance. Figure i illustrates one way this might be done, but the test

bas dravbacks in terms of ease of adliniat‘_ntion.
- - ’ : B S
. Another’ difficulty standing in the way of prescribing ideal conditions

‘for acquiring units is the lack of detailed knowledge of the way contextual

infomtion interacts wii:h sensory input. Pu.rth_ejrmote, as -‘entioned before,

i

ic 1. pot clour how vi;ual contextual nodes are activated by the yhonological ,h

"otu nnd pcrlnpo the syntactic-semsntic oystus & o

I{ we were to compage the iq:ortance of leatnmg a unit at a ncw lovcl
with 1eatning a unit at a*ami.liar lc,vcl at which other units of the same .

Vs .
type bave alrcady been acquiréd, there would be no ques stion that tho accom—

plishuc'nt of the first case i"rthe morc momcntous cducational event. A con-

t.extua]. jump presents a new class of units withm thc gmsp of the child
' and we, ofhen -rcfe: to theac moments. as times when the child has "made a leap K "'

- : or is "ovor the husp™. - When he has lcarncd to use a ncw contextual node, he
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could affect the speed of acquisition of a new unit.

. - - | S . 87

' -
‘e

has \in effcct learned an "‘acquisition skill", by which a host of new unjts.

at that level can be acquired It\may turn dut that contextual Jumps\arc

events which we cannot dzrt.ctly point out for the ch:.ld but rathcr must

happen to him, and all ‘we can do is provide the bcst condifjions under which

t.hc.se happeningg' can occur. Defining what those conditionsWare may be a

[

._fnntful dzrection of research in our cffort- tgf*undcrstand the role of per-

oept:.on in. the very complex skill we ;all reading,

In summary, the process of rcadmg begins with the perception of visual
patterns. H'xether the unit of the pattern selected for deeper proces smg iv \
a lettet, a spelling pattern, a word or a word‘group depends upon an inter-
actig'x betyeen the stimulus display and the dominant contextual mechani.sm.
These mechanisms are presumably driven by “top-down" " connections from opera-
tions o% pattems (e.qg. natching), phonological events, }nd semantxc-syntactxc
events. Details of the influence of higher-order cognitive systems upon out-

put selection from the vzsual’ system rcmain to be worked out. Meanwhile, there

.. M3y be value in speculating how the development 6f a given contextual mechanism-

- L

. : . s
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Pigurc Captions @ . oo
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Pigure l. Representation of um.ts in the. visual, phonologxcal, and

senantim—syntact:.c systcms Solid dots represent familiar memory codc-s’
- which can be activated‘ automatically frbm the sensory surface. Open dots'
' represent unfamiliar codes wlxiclf—rec;uire aadi;ioﬁal activ.ition by attention.
Lines oonneg:;:ing cbdes represent inter-gsystem a.ssociations.’
rigur.e 2. Mean latency and percent errors of matching responses for
familiar digram (Clusters) and unfamiliar digram ‘(I'.et;:er's) test items for
- two typo; of lisi:,.contexts. . ' ' ’
Pigure 3. Representation of units in the visual "system for three ‘
levels of proeessing. .Contextual nodes activate all units at the indicated
promsing level o e
Piqure 4. Six coding models foér word reoogm.t:.on $olid dots rc;;rc-‘
. sep; familiar memory ?odcs at three levels of processing (Spelling pattern i

" codes are omitted here -- convenicnce of illustration). Context nodes -

//:/cuvau all units at the indicated level of processing.
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OPEN DISCUSSION OF LaBERGE PRESENTATION
‘e ™, ‘ ' ? . ¥

- » * , R Y [ ) ' ! . .
GREGG: Why does perceptual learning take Ionger than associative 'leaying? why

do you want 80 many stages of ,perceptuail learning, and all of those questions?
) A . Y ]

-

£ M . -

LaBERGE: Associative learning is all-or-none anth fast. Perceptual learnfng *

P N , N - '
involves discovery ' of features and unitizing, which is relatively much slower.‘ *

Ir. fouftry to learn rouf' names to those fmlu- things (indicating), you , will rind'
that‘ the problea :La. not 80 much in assigning a na-e‘ to four objegts', it is ™
identifying uniquely those 'rlou'r objects. The difficult probles in the letter
sequence BDPQ u not association of B to that patterm and D to that pattern and P
to— At!;at -‘p_.ttteiﬁ'and Q to that pattern. The ‘problem is g*t’ing yourulf/ straight

T - e \
on the relafions among thé féatures, and that takes a long time.

° -,
- E-4

you sayi:;l t:hat once raii?/lar objects can be recognized, then you can
o o : P

use ‘them [to foflf the next level of association? it seems to me that your six

sodels of word rec&x;tlon are at different levels.
. ’ K . ’. . N -
[} | 2

LaBERGE: Possibly, yes., & \

L v ‘. 4
. '

GREGG: I_tﬁinkngat you got it bacleiards, Dave. You don't decide what the unit
is first, you learn what the p‘at'tem are from the redundancies of the language,
f'ntl ‘:be experience, from the extent to which the teacher 'is able to- control

- iwgion to. larger and larger parts of the word.

[N
e

~

"LaBERGE: Yes. I certainly znot saying that the only way to learn is from the
e s

bottom wp. 1 am ]ﬁt saying that if you are putting anything through the Systea,

A Y s
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these models show six ways that it can go through the system.. The features of a
) .t ! . L

pattern have to be activated before the person can see anything further. 1 am

_suggesting this maps out alternatives. ) ' -

~

.

Perhaps 1 am not really providing a specific answer to your question-‘ wbat'
1 q doiu ‘ts tr’ug to clariry what I —consider a very mggy situation in our *
- discussions; namely, as was bronght out before. 'Let'a set out what tbe'

" alternative models are, and let's do some experiments to decide among thea.”

A student of mine has a dissertation that has tested these six models, and

e C- , y .
surprisingly-comes out very clearly and atroml‘y for one of thqpe.

] : : : ’ -

: < » ) -

WALLACH: No dowbt tbere"lre— readiness processes, but don't you think that

readiness processes should be a hypothesis of last-resort, adopted “only if one

has really tried everything one can think of instructionally, and has to adait
failure? Lo , o L.

Py ) . .
u#: Yes. I should-1like ba‘lalu sure that I ‘didn't give the uprmion tbat
we had final evidence to show that we have, once and ror all, dotenined what we

ocan do in controlling the child's learning, with respect to these levels of

processing. 1 don't want to .uy that at all. I just want to say I have
.. .;:poru-nu which ifdicate that for college students it is very difficult to get

at t.ho iﬂch of processing, and p ly something that looks like readiness is

ukiq place. And being an upor tal psychologist, I want to' bave as much

mdor ay oontrol as I can, u)d as teachers you want to have as much as you can,

'»I-..muinlyqntua-olucuyouam.

I just wvent to point but there is a background issue that lurks here,

) 2 |
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that’ has to do with the §oc131 context. And readinesa can be a code word for

'Hait until the child can do it, and lo and behold middle class children can do
it sooner." And that has ilplicationa

LaBERGE: Yes. Of course, in the wrong ears, and the unexperienced ears, ‘t.h'at
atatué:ht ~could be used counterproductively. That is certainly very clear., I

don't want to say, "Leave the kid alone, and he will read."

A\ - -

- *

IICK: Another way of bridé’ing .uhat. looks like an argwment is to recognize .
even though the child has to do the induction and make the leap, there -are
'dig}erent ways of organizing sthulit)r’ganiiations tb;t make that Jleap aore

y
likely, and other ways to make it less likely.
B LS

LaBERGE: Exactly. N

RESNICK: I think that's what the instructiodal level has to be about, . and that

was explored only on the sixrt.sie.

’

LaPERGE: Consider an experiment by Art Roneti, Samuels' student, which 1 think

is related to this question. He overtrained children with letter recognition and

letter mm, and found that it interfered with the children s -oving up to the_
next level. They Jjust simply stick at that level too long. If you train you;’

-

children to be very conscientious, and above all avoid any errors, they uill

never risk taking a leap to a m'-g'er unit. And if they don't ever take that

=

risk, they -hply -111~ Dﬂﬂ' go above ao{ particular level, at least not for a
1on¢, 1oq t.uo _ This is ono eoodition which would work againat encouragim a

L
- child to go up to a higher level. dqnjt think there is any dirference ‘fn' omr

46 -
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*

opinions here; but ‘I think there may be a difference in the way you feel I ‘
i 7~ should state things. Is that it? -

MALLACH: I .t.hink there may be a difference in how much one tries to do different ' .

~ \
.kj.ndaort!fima. . S/ - ~ .

L4

E"

I think it is important to deterline this with scae rather clmly

ptioulatod lodela 1 am not saying tbeae models are really “clear and
.. >
beautlfully tuuble., But 1 belicve that thia is at lesst a ateb in that

direction, and that you get some clariricatioh of what you are talking about.-

™~
1'ben ‘you can anauer questions 11he this one, and then perbapa rind the kinds of

reaoarch, methodology- which will determine a real breakt.hrouqn, whetue could

L

actmlly oontrol soutbug 1ike this.» >

- -

Iy
¥

m_msso: } have the impression that you are focusing by‘and l\a:ge on a visual

- processing model. ' D K

4 i . .< .
TRARASSO: I am wondering, since we are talking about early reading, to what
extest ;ou want to bring in avditory codes, and the role of the auditory systes?
It seemas to lo that tpcre are some eorrespondences in‘t.he. auditory code'sn —ubict:
-\, iiouu t—o tAl'cnh. For example, words are large units, and are diffic_u%/tb 7
+  decompose into ssaller units. Oe might be able to~ decohpose them into,’ say,

syuablu and doec-pou them mto pbon.cs. And s0 there is some correspondence

" 1n the u}!@w systea to what you are npreuntip( 1n th{'*ml systea. Okay? .

N . * ' . . N
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LaBERGE: Yes. J

. - N ‘
. musso: Tbe question is when does | mitization takes place. 1t might be that

the auditory code operates and is not neceasarily reducible to lower-level codes,

Wetter, visual codes. ‘Okay? - ,

- N P , .
.

-

LaBERGE: Sure. ) o - .

TRABASSO: Hy uqstion is:; Iffyou are going\:& extend this lodel to, early

’ readim, how woulvyou bring in the auditory systea? ’ o

)

LaBERGE: 1 would be tempted to do the following: Becayse you can yrobounce the
phonolosical mit.a you have more attent;«onai control over what level you work
r - . - —
. with., I can pronomce letters and I can pronounce these clusters. But I could
L ]

draw these things vizually as clusters or drau t_be- as letters, but that isn't ﬁ

b
-

firm a control over- the level as my speaking thes. e

N - ’ - .
That's why I emphpsize the visual level at this point, separated, fros the °

L]

ludi't,ory level, because I think there is a dirfefence in teras of the control you -
can have over the level of processing. By the kinds of response I make, I can
put -;;ur at a level pretty quichy. * Then given iou are at that l.evel, ‘you

could have the feedback from the phonological systeam fo these three, four, five,

or six visual contextual levels. Remember, I said attention -apparently can't get

at thes directly. But there must be some indirect way to do {t. ; T
- . . ’ P!

Ve

Then presumadbly if tbe child can nueﬂhe word_ds he looks at it, it may be .

thlt that kind of n.inz would help him to move up a level in the viaual syste-

I don't have facts, but I would be eneoun;ed to try the rollouing hhen b¢

48 -
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wanted to teach a Quild to begin to look at something at a higher 1e&e1 let's
uy ert.hographic mita, 1 vould not train hn ,on things wbicb m close to it,
Mch you do when yon are trﬁing to do feature discovery at an early perceptual
l;voi. I would try to get hh to name it, hoping that this would feed baok to
tbe visual 1evols to contral the level of proceesing So in 1dent1t1cation or
ming you got him to say the whole thing, using aa-ething that he knows already;

or if you are on-the, phrue level, try to get him to take in these big units.

?1nd m t-ilm phrage he can ‘speak, and then ‘use tbe identification response

"to train the level in the yisual systea. . : ’ ‘ <

That is speculation." ' know there is a lot of research that needs to be

L]

done -~ -It is caplicated you have to go through the forei'i in some' sort of

-orderly uay, nnd I an sucgoating this is one way to try to order it. I’ can see

»

an experimental design coming out of that, can*t M? <

- e R

-
-

r’x

GRASER: I ho—pe the experuenm design. you ,s'ee'couing up is ope in which you try

to produce the best and most serious possible training conditions, t‘o',follou‘ the -
. - L

¢

study where you didn't get results by training. . Serfously, there are a lot of

training conditions-that you haven't tried.

~

> - ) ’ ”~

LaBERGE: mt'a right. 1 vill say what I Have tried it on myself as a subject.

In tﬁe *CL, CL, CL, CL,” and "LC, LC LC and chexperilent 1 speak the letters

to myself, but dau .do not come out the way yon would expect. ' But we haven't

“ [ 4 ~
.
= .

!.;W_: Why are you taking the experisent you have described as really atrong

’ﬂidmo for a lack qf ability to switch 1enl'a._ It seems that in the

cxpoﬂunt: that you eentioned, it ‘may even be optimal to m.‘ftch levels,

- .49
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.

depending on how long it ta'kea to switch attention from one level of analysis to
another, one might be better ';ott ignoring the information. An experiment that

gight come closer is one 1Nh1cb t.here was, say, two- or three-second uaming,)

. wit.h an arrou pointing at the uzp

v
. +

LaBERGE: That's exactly what we have, two seconds' warning,

-

& . -
LESGOLD: So the subject knows then for sure? |, ) R -

e .

-

<

BESNICK: Would your comsents still hold?

—_—T

LaBERGE: "Yes, my coaments hold but we haven't tested the limits of it..’;Ho/have

tested within the same kinds of boundaries governing the cueing a person to get

\readi for a pai‘t.icular patt.erti or a particular operation. And within those

!

1

1imits g{i‘ns leyels do not work. So that!s why I say this is more difficult .

than the ordinary kind of cueing.

4 - ;

POPP: It is interesting that all of your eviden;:e comes -from ,co-llege Atudents,
ind that perhaps the Fesponses that appsar to have been bbilt up in the
experimental situatipn may already exiat. To f.ake your resujts and generalize to
how you" would teach a begioning ehild, who is oot already famtlfer vitifliteal 1ng
with tho CL clmms qu t.be LC, may be risky 1 wender if ope way of relating

’ " to the beginner would be to look for differences in specific clusters. For

instince, oné might hypothesize that the same-different discriminations of your

CL versus LC say be greater thah the DR versus RD, because the KD exists in the

50 -
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language of a final consonant cluster and LC.1s a rare final"cl‘;.

"'LaBBRGB: 1 was careful about that wher" we put it up, we didn't use RD.

= )
.o, . \

’

'PO'P_P:- Hell_, there may be others. For instance, LS also occurs as a final

cluster. My pdint is that the college students already have been exposed to
clm'ters over a period of time. To then say we can't train the small child to do
it, seems to me to be a bit of a leap. )

LaBERGE: 1 see what you mean. .

poPP ¢ Did you say we can't train the child to switch, or to move up a level?

LaBERGE: I a#id that it is out of attentional control. If it is not directly -
contiollable by the college student's attention, then 1 could hardly hope that it
would be controllsble im a-direct way by the child. We héve run -this standard
experiment on_;:hildrex(and got a significant difference with early first graders,

? ) .

POPP: Early first graders? . . ,

-

-

'umcz‘: Early first graders, apparently before they forsed units. But 1 tbix_:k

«

your point is well taken. There is a Jieap there, but I tried to take you across

that leap with the use, hopefully, of clearly articulated theoretical notions. )
/ - = . .

=
- >

) v 4

s >

DANKS: You seemed to imply that there is a single node for each letter, which is

.

- -
associated with pronunciations or the name. We might need a separate node for

-

the visual properties of a letter versus its name because the name is not really"

‘o

-

- - '— . ~ - . . 51
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used in reading for the most part. I think it is better representéd in Lee
L N -

Gregg's model, where he had “an alpha for a single node, and an A associated with
<

it. Maybe we need two separate nodes, one with the visual properties and reading

pronunciations, but not letter names, and then a.second node with the name of the

letter, the alphabetic sort of thing. .

”

~

-LaBERGE: Good point. In fact, it has been our intention ,to separate letter
: . . ®
names from letter aou;nds, 30 you have two places it canm go. That in itself

- ) requires a context node to determine which will operate in a particular case.

SUPPES: Dave, could you say a little bit more about the 'ev-ide_nce that is in
favor of the two-level model? Because of the way you described it, it isn't
clear how you would discriminate between thes. Indicate h you would

. - Ve i )
discriffhate between the two of them. I reglize that is a hard questidns

. " LaBERGE: I could sketch it very, very quic!dy to you. This is ' ohn Petersen's
dimrta‘tic;t;. Uha.t. " he _;id was to take .advantage of the pathway activation
notions of Michael Posner'and Snyder, in which it is assumed that if .yox; had,
presented a wc.ard t.o,a'persou, and the _hie’r;rchy model was true, then you would be

[ »

L. - - \
activating the letters. Because anything that activates the ward has to come

v

through the letters. So these le{ters would be hot. ’ r o

o .
But in the two-level model, when jyou activate the word, Yyou are not

Wuy activating the letters. So what hL did was the following: He showed

the person a word like "golf," and if it'm a word, he b£d to get ready to see

- -

. R - o~
the word "four," if it was a nonword, he had to get ready tQ see "five." Okay?

) : : N
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- Occaaionally. following a uord sucb ac 'golf " we would present to him ’l

.
4}

anagrams for matching, 1like 'flog, flog," and occasipnally we .wduld give hil
things which had no letters in cd-non, like ’read read. i We  said .that. if the

letters here are_ activated when he sees the word 'gelf ® (which he lust decide ia
e a word on the basis of the task we glive hin) then the anagras 'flog! is going to
be Cfaster than the control uord 'read " If, cn the other hand, -the letters are
not being activated when he sees the uord 'golf,' then the anagram !flog will
be seen as quicEI)\as 'read ¥ What we found again and again is that the latency
to "flog, flog" is -not sisnificantly different from the latency to the control,
"read, read.” It is clearly different, indicating that the letters here are
evidently not being activated. Y

4

'RESNICK: Can you show under some other condition that there is a difference

¥

- - between "flog, flog" and "read, read?® ) ) . - - '

-

. LaBERGE: We haveﬂbeen trying to do that. Ve tested the subject occasionally on
letters, 1like 'tuo' L's. " what “we did though was have a person scan the array .

looking for a letter. If a lstter L is there, prees the - left button, if the

.

letter D is in there, press the right button. MNow he is looking for each one of
the letters. 'Uhat we get is an attenuation of this differedce, but 1it. still

,oceurs.

- . . i
.
N

We also ;ive-hil nonwords. 1f a person sees four grapheaic things together,

‘ ' lihe}{hat, ubether they are words or nonworda, evidently the college students, at
leasti chunk it, and if ‘he chunks it, then he tends to act according to. the

tuo-level model, s0 that he is not coming up tnrough the letters. . P

P

ERIC - - IR £ 2N




June 7--k.M. . '1W
3 - ' .
[§ 7 * A
- So yhatlzﬁg results indicate to us consistently, is that word recognition

dm nﬂ'. rollou i hierarchical model in which letters pust first be processed.

"It aoés that words bave their own emergent features which form the basis "of

I

recognition by: fluent readers.
. : v

CARROLL Bow do you Imou there are features cming through there? 1 understand
your notion of what is happening at the word level, but how do you extrayéte

that to get features? <

.LaBERGE: How do we get to.the features? We are saying here there are only . word

features coming through. Because remesber, here, the features are shared. Even
. [

b

with these levels; and if fhese features of the letters were shared, it should

help h@l.. So the features are part of the whole, as well as the letters are part

of the whole, in the most rigorous statement of that model.

*

PARNHAM-DIGGORY: What would you predict for a beginning reader?

- ° ' - " R
' R . .
LaBERGE: Our discussion section indicates that something like 4his may be going

\

.. . . ! -
on: The .beginning reader processes a word letter by letter, and indeed our-

‘}éxperiments indicate that the latency of recognition is a function of the length

. of the word. The “eader 1is processing letter by letter, and when timre-isa

.

‘slopo When there i3 no alope _you knc‘.w he is chunking. And of course, even. ir
you give adults lettor strings, nat uorda. you win tind a clm slope, He have

clear evidende for t.bat. ‘ . e

GREGG: I just objocf.;d to your statemsent be will have chunked it. He didn't

‘.-«._.. . 54 - ‘ .

' ' P
though the features don't go through the letter Yevel here, they still are shared

l,'
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\ ’ . .
) chunk it, it was chunked, he recognized the whole*word.
e T |

>

~

. LaBERGé: I an sori’y, yes.

. " Q -
, ! {.o
‘ ’
3 « s Py ’ < -
v . ’ - ‘ -—
LABERGE: - There is something I don't understand ‘about it.
. o » v . v
e . "
) OREGG: ~There 18 so;ethi-né about the way®you express things that have the arrow
P - - »
of time going in’/Me wrong direction. ‘ .
Y e = - ’ :
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